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Abstract— The prediction of long-term activities of groups
of users and clusters of activities around a subject in social
networks is a very challenging task. In this paper, we propose
a novel temporal neural network framework that tracks user
engagement and activity associated with particular subjects (e.g.
CVE IDs) across online platforms. The framework is able to
simulate which user will do what activity and at what time.
Furthermore, this framework captures groups of users reacting
to an event. It also captures responses to an event on a platform
and the influence of the event on activity on other platforms
over time. The proposed framework aims to predict future
user activity related to specific subjects across platforms. The
framework also illustrates the importance influence of activities
that occur on other platforms when predicting user activity for
particular events on a different platform. The learned model
can do simulations in a timely manner. We evaluated our
user group activity prediction method on the CVE (Common
Vulnerabilities and Exposures) related user groups (software
vulnerability) using 3 public online social network datasets:
Github, Reddit, and Twitter. Groups of users who work on
a particular CVE ID are identified. Each user group has
information on all users’ activities related to a CVE ID. The 3
datasets from Github, Reddit, and Twitter contain more than
490,000 cross platform activities related to over 20,000 user
groups (CVE IDs) from more than 50,000 users. Compared
to the proposed baseline, our simulation method is better in
both predictions of total activity volume over time and activity
associated with an individual CVE ID.

I. INTRODUCTION

Simulating individual users and groups of users activity
resulting in cascades of activity from an event (e.g. tweet)
across complex online social environments is challenging
due to multiple factors. The tension between scale and
accuracy [15] can cause prediction accuracy to hardly im-
prove with big data. Users’ actions and interactions are
often complex enough to make it difficult to extract simple
explanatory patterns. On the other hand, as the interest in
online activity influence on events is increasing, accurately
predicting users’ online activities in a group for long pe-
riods of time takes on more importance in recognition of
anomalies, projecting computational loads, finding emergent
undesired social phenomena for intercession, etc.

This paper addresses the challenge of predicting user
related cross platform activities 1 year out into the future
in a focused online collaborative environment using 3 on-
line platforms, GitHub, Reddit, and Twitter. Our framework
also captures what we call “partial cascades” that connect
responses to a post on Reddit or Tweet on Twitter. Note, that
it is not currently possible to connect users across platforms
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due to the anonymized user IDs available on each platform.
Our focus is on predicting the activities of a user associated
with an ID in a particular platform, while using the activities
of users in other platforms as informative features. The
activities we focus upon are those related to the Common
Vulnerabilities and Exposures (CVE) [16] domain with all
user activity records containing at least 1 mention of a CVE
ID in a comment, quote, retweet, or reply, or in the name of
a Github repository, Reddit thread, or Twitter thread. CVE’s
describe known computer security vulnerabilities that have
been publicly disclosed.

A user can do multiple activities across platforms. In
Github, users can contribute to different software repositories
via different types of activities (e.g., push, fork, watch, issue
comment). Users can also mention and discuss CVE IDs on
Reddit and Twitter (e.g., post, comment, tweet, reply). An-
alyzing how software vulnerabilities evolve through online
collaborative environments is important.

Predicting user activity across the GitHub, Reddit, and
Twitter platforms is significantly challenging. First, in
Github, the open-source repositories are generally con-
tributed to by different types of users, thus there usually
is no predefined activity pattern. Second, users on Github,
Reddit, and Twiiter are generally from all over the world,
which makes for wide variations in action time. Third, and
also the most important one, information diffusion across
platforms is complicated by the existence of different kinds
of user networks. Influence of a user’s activities on others
still merits further exploration.

If you view activity simulation from the user perspective,
as noted previously, in most hours a user does nothing related
to a CVE ID on any platform. So, a highly accurate predictive
model will account for few events. In longer time intervals
(e.g. a day) many users take no action. Probabilistic learning
approaches will under predict to get maximum accuracy
on the “no action” class and almost all machine learning
approaches have a probabilistic description.

One way to look at the problem is to treat CVE ID related
user groups as an entity and simulate user activity at the
group level. The question is can we capture the sequence
of events on each of the three platforms for particular CVE
IDs? Our approach is a temporal neural network that learns
the likely sequence of activities. This forms the basis for
a simulator that can predict activity in the future. Other
information to predict during the simulation like the time
associated with an activity and user who did the activity
are learned as sequences too. Our focus is not precisely on
the user as our data is anonymized and we cannot track



users across platforms (think different logins or identities).
As a result, our user prediction for an activity is learned and
evaluated by type of user (new user or old user).

Our experiments show the proposed simulation method
predicted CVE-ID related user activity including partial cas-
cades across platforms with reasonably low error. Compared
to the proposed baseline, our simulation method is better in
both total activity volume over time and individual CVE ID
predictions. Our experiments also show that using features
from other platforms increases future activity prediction
accuracy on a given platform.

The remainder of this paper is organized as follows. We
discuss related work in Section II. In Section III, we describe
the datasets from the 3 online platforms. We present our
model design and prediction results in Section IV, Section V,
and Section VI. Finally, we summarize the contributions of
this work in Section VIIL.

II. RELATED WORK

To the best of our knowledge there is no previous work
that explores both long-term and cross-platform user group
activity prediction. However, as we will discuss below, there
has been some related work on the prediction of future events
using learned models.

In [13], a novel framework was proposed which extracts
user interests inferred from activities (a.k.a., activity inter-
ests) in multiple social collaborative platforms to predict
users’ platform activities. It explored 2 software development
communities: GitHub and Stack Overflow. The experiments
showed that combining both direct and cross platform ac-
tivity prediction approaches yielded the best accuracies for
predicting user activities on GitHub (AUC=0.75) and Stack
Overflow (AUC=0.89).

There are various papers that show positive results using
websites and/or social media to predict the actions of a
population within some paradigm. In [19], Pagolu et. al
observed a correlation between the sentiment scores of
Twitter tweets, and stock market movements. They used an
N-Gram representation with Word2Vec to extract sentiment
features. The extracted sentiment features were then used
with a Random Forests classifier to train an ensemble model.
The classifier was used to predict stock price movement (i.e.
previous day stock price greater than current day stock price).
In [22], the paper showed the correlation between sentiment
and changes in stock prices. In [10], some success at predict-
ing Cryptocurrencies price movement was shown. The use
of sentiment of comments in related online communities en-
abled cryptocurrency price movement prediction with some
accuracy. Cyber-security (cyber) and cryptocurrency (crypto)
domain user activity analysis have a considerable presence
in Github as well [14] [9] [12].

In a large-scale study of news in social media, one paper
analyzed 11 million posts. They investigated the propagation
behavior of users that directly interact with news accounts
identified as spreading trusted versus malicious content. The
goal was to examine how evenly, how many, how quickly,

and which users propagate content from various types of
news sources on Twitter [5].

Pedestrian motion prediction using a short history of
their and neighbors past behavior was discussed in [4].
The prediction of people’s trajectory in crowded spaces was
addressed in [1] using LSTM based neural networks. There
has been work on predicting how a patient will do over time
in the ICU using a learned model [3].

There has also been work on agent based simulations of
social systems [8] which has a learning component for the
agents, but it is a different type of low-level approach than
taken here. Here, we use purely learned models and look at
simulating results over time using daily predictions to make
predictions further in the future.

III. DATASETS

The focus of our experiments is user group activity related
to the CVE domain on 3 public datasets obtained from
GitHub, Reddit, and Twitter. CVE IDs in comments or an
indication that a repo was affected by the CVE domain were
used to extract related data for Github. Related subReddit’s
were used in Reddit and Tweets in Twitter are also used from
the CVE domain. Groups of users who work on a particular
CVE 1D are identified. Each user group records all users’
activities related to a CVE ID.

The Common Vulnerabilities and Exposures (CVE)
system provides a reference-method for publicly known
information-security vulnerabilities and exposures. The Na-
tional Cybersecurity FFRDC, operated by the Mitre Corpo-
ration, maintains the system, with funding from the National
Cyber Security Division of the United States Department
of Homeland Security. The system was officially launched
for the public in September 1999. The Security Content
Automation Protocol uses CVE, and CVE IDs are listed on
MITRE’s system as well as in the US National Vulnerability
Database [17].

Data in our focused domain was available from March
1, 2016 to March 31, 2018 for training which includes
24,381 CVE IDs. This training data has 348,378 activities
related to the CVE domain from 26,269 users on Github,
22,351 activities from 7,035 users on Reddit, and 103,048
activities from 9,998 users on Twitter respectively. Our data
was collected in a collaboration with Leidos'. The data is
summarized in Table I. Note that since users are anonymized
and can have different names on different platforms, we
typically cannot track a user across platforms, though some
are active on multiple platforms.

TABLE I. CVE Related Activities Across Platforms in
Training

[ Dataset | Activities [ Users |
Reddit 22,351 7,035
Twitter 103,048 9,998
Github 348,378 | 26,269

IThanks to Leidos for providing the data.



Initial conditions data is from April 1, 2018 to May 31,
2018 with 64 CVE IDs. It records users’ 2,315 activities
related to the CVE domain from 1,251 users on Github, 642
activities from 324 users on Reddit, and 3,187 activities from
2,033 users on Twitter respectively.

Data from June 1, 2018 to April 30, 2019 was used for
testing which includes 99 CVE IDs. It has users’ 9,321
activities related to the CVE domain from 1,812 users on
Github, 1,794 activities from 772 users on Reddit, and 2,481
activities from 1,443 users on Twitter respectively.

Users can do different activities on the three platforms.
The 10 GitHub activities are (1) Push, (2) Create, (3) Watch,
(4) Issue Comment, (5) Pull Request, (6) Issues, (7) Fork,
(8) Delete, (9) Pull Request Review, (10) Commit Comment.
The 2 Reddit activities are (1) Post, (2) Comment. The 4
Twitter activities are (1) Tweet, (2) Retweet, (3) Quote, (4)
Reply. For Reddit and Twitter the most common activities
are Comment and Retweet, respectively.

A. GitHub

Github is primarily an open-source software collaboration
platform where users contribute to Github repositories via
(code) commits, pushes, pull-requests, and issues raised.
Users can also “watch” repositories to receive alerts on
updates, and can “fork™ (i.e., copy) public repositories to
make their own local software modifications and start a
repository contribution. GitHub is home to over 28 million
public repositories and 40 million users. The dataset of events
on the public repositories is publicly available [2].

B. Reddit

Reddit is a popular website where users can post content
on a bulletin board system, comment on each other’s posts,
and vote on them to show agreement and disagreement.
Content in Reddit is organized into topic-specific subreddits.
As a rich definition of community, subreddits are known
as the place where users can self-organize into topic-based
groups. Users can post content, comment, or vote once
they are logged into their account. Similar to an online
social network, users in Reddit can also add other users
as friends so they can receive a notice of their friends’
updates. Users can also subscribe to subreddits to see more
updates on the contents they are interested in which allows
for personalization of content [21].

C. Twitter

Twitter is a micro-blogging platform where users broad-
cast messages (i.e., tweets) publicly or share privately to their
follower network. Twitter allows tweets to be tagged with
hashtags, and users can post messages, URLs, images, etc.,
under one or multiple hashtags [18].

IV. MODEL DESIGN

In order to simulate user activity across platforms, a
temporal neural network framework was designed to learn
the temporal concepts for all the features needed. Each CVE
ID will have a group of users who work on it and has its

own sequence data. This includes the activities (e.g tweets,
posts, pushes) associated with it. The proposed framework
was trained to capture the temporal pattern and partial
cascades on Twitter and Reddit from CVE IDs sequence
data. We could predict a tweet and retweets, replies, and
quotes responding to it or a post and the resultant cascade
of comments.
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Fig. 2: Model Architecture after Concatenate Layer

Our framework used 11 features to learn and to simulate
future user activity which are (1) nodelD, (2) nodeUserID,
(3) parentID, (4) rootID, (5) actionType, (6) nodeTime,
(7) informationID, (8) platform, (9) has URL, (10) links
to external, and (11) domain linked features. The NodeID
feature records the ID of one activity; nodeUserID records
the ID of the user who did that activity; parentID is the
ID of the activity to which the specified nodelD is an
immediate reply; rootID is the ID of the original start activity
which is the predecessor of, for example, a Reddit comment;
actionType is the type of activity performed by the user
(e.g tweets, posts, pushes); nodeTime is the timestamp of
when the activity happened; informationID is the CVE ID



of the unit of information, which would be the focus of a
group of users; platform records the platform on which the
activity happened, the has URL feature is a binary indicator
of whether this activity contains at least one URL; links to
external feature is a binary indicator of whether this activity
contains links outside the platform; and the domain linked
feature records the set of URL domain(s) mentioned.

An integer encoder was used to represent different entities
for each of the features except the nodeUserID feature and
binary features. However, nodelD, parentID, and rootID
features shared one single integer encoder because those
features are related and we can extract partial cascades based
on these features. Remember, since users are anonymized in
our dataset and have different IDs on different platforms, we
typically cannot track a user across platforms. In our data,
the nodeUserID feature was converted to a binary indicator
to represent whether or not this user is new. An integer
encoder was not used for the nodeTime feature. Instead of
using timestamps in the model directly, we converted the
timestamps belonging to a CVE ID to that CVE’s lifetime
feature from the very first seen action for that CVE in the
dataset. The granularity used for the nodeTime feature is
daily, but it doesn’t have to be integers. For example, a
certain CVE ID related action may start with an initial post
done by user A and 1 day and 12 hours later user B made a
comment on that post; then the nodeTime feature for the post
action is 0 and it is 1.5 for the comment action. Min-max
normalization was also applied to each feature.

Each feature first went through an embedding layer to
capture the relationship between entities, and each embed-
ding layer was set to have 100 units; it was followed with
2 layers of LSTMs [7] in order to capture the temporal
pattern for each feature. The first layer of LSTM had 32 units
and second had 16; the LSTMs outputs from each feature
were concatenated into one feature vector to capture feature
correlation; then the feature vector was sent to another 2
layers of LSTMs, the first layer of LSTM also had 32
units and second had 16; finally the output of the LSTM
was connected with a fully connected layer to generate a
prediction. The optimizer used in the framework was Adam
and the loss function used was MAE (Mean Absolute Error).
Training epochs were set to 100. Figure 1 shows what a
branch in the model looks like for each feature before the
concatenate layer. Figure 2 shows the model architecture
after the concatenate layer.

How many timesteps to use in a LSTM model is an
open question related to the specific prediction task. For the
24,381 CVE IDs in our training data, the most active one has
5,302 action events; the minimally active one has only 31.
In our experiment, we found when setting timesteps to 60
that the framework delivered good performance. If one CVE
ID has less than 60 action events in its lifetime we padded
Os at the beginning. In order to optimize simulation time for
the multiple CVE IDs, parallel computing was implemented
in our framework and we set the output timesteps of the
framework to be 60, as well, rather than 1. To generate
training samples, we used a sliding window with a size of

90 timesteps. Inside the 90 timesteps, the first 60 timesteps
were used as the feature vector, and the last 60 timesteps
which have 30 timesteps which overlap the feature vector,
were used as the target vector. Based on the slicing strategy,
we generated 242,418 training samples with 60 timesteps
sequences from the 473,777 activities in the training set.

Each training sample was a representation of users’ ac-
tivity within a particular 60 timestep window belonging
to a CVE ID. The feature vector contained 660 values,
corresponding to 60 timesteps * 11 features used. The target
vector for each sample was comprised of 660 values as well,
but because of the overlapping strategy, the last 30 timesteps
* 11 features in the target vector were used as the needed
prediction.

V. SIMULATION PROCESS

After model training, we can use the trained model to
simulate all CVE IDs (with associated users) related user
activities and capture partial cascades of events in the future.

The future user activity simulation task focused on the
subset of 99 CVE IDs in the testing data from June 1, 2018
to April 30, 2019. Each of the 99 CVE IDs has a group
of users who will interact with events involving it and each
user’s activities and associated time were simulated. Since
we performed experiments with cold-start forecasting [23],
we needed at least 60 timesteps of feature vector from initial
conditions data for those 99 CVE IDs. If one CVE ID doesn’t
have 60 activities in the initial condition data, we padded
more activity records from training data in front of the first
occurring activities in initial condition to make 60 timesteps
available. If a CVE ID did not have 60 activities when
combining training and initial condition data, we padded with
0’s in front.

After generating the input feature vector for all 99 CVE
IDs, we fed it into the trained model. All 99 CVE IDs
were simulated in parallel to accelerate simulation time.
Because of the overlapping strategy used between input
feature vector and output target vector, every time when the
model generated 60 timesteps output, the last 30 timesteps
of the target vector were used as prediction. The framework
will check the nodeTime feature predicted for each CVE ID
to verify whether all CVE IDs reach the ending timestamp
in the test data (April 30, 2019). If not, the framework will
concatenate the last 30 timesteps of feature vector with the
predicted last 30 timesteps of target vector, generating the
updated 99 CVE IDs’ sequence input feature vector and feed
it into the model again. The framework will stop simulation
when all 99 CVE IDs’ predicted nodeTime feature reaches
the ending timestamp in the test data, April 30, 2019.

All the predicted target vectors were converted back to
the expected range. Activity associated timestamps in the
simulation can be generated from the NodeTime feature
predicted as well. This conversion process was also designed
to operate in parallel in the framework.

VI. SIMULATION RESULTS

To evaluate our simulation results, we checked multiple
aspects of our proposed framework’s performance. We eval-



uated our simulation results on the total activity volume over
time analysis from 3 platforms. In addition, we also evaluated
our simulation results on the individual CVE ID analysis
including multiple measurements.

TABLE II: CVE Domain Event Occurrences in Test Data

Event Event Count  Frequency
Push 840 6.17%
Create 207 1.52%
Watch 1,230 9.04%
Issue Comment 1,114 8.19%
Pull Request 1,186 8.72%
Issues 3,797 27.92%
Fork 921 6.77%
Delete 10 0.07%
Pull Request Review Comment 13 0.09%
Commit Comment 3 0.02%
Post 63 0.46%
Comment 1,731 12.73%
Tweet 484 3.55%
Retweet 1,980 14.56%
Quote 9 0.06%
Reply 8 0.05%
Total 13,596 100%

TABLE III: WSMAPE Results for CVE Domain. PF stands
for our proposed framework, SB means the shift baseline;
and SPF means the single platform framework. C - Com-
ment, PR - Pull request

Event PF SB SPF  Winner
Push 2.95% 4.99% 5.84% PF
Create 0.96% 0.72% 1.21% SB
Watch 3.59% 4.91% 8.71% PF
Issue C 5.01% 3.99% 7.50% SB
Pull Request 1.43% 3.74% 2.81% PF
Issues 1691% 18.54%  13.68% SPF
Fork 4.12% 3.59%  15.80% SB
Delete 0.05% 0.05% 0.03% SPF
PR Review C 0.08% 0.09% 0.06% SPF
Commit C 0.01% 0.01% 0.02% PF
Post 0.36% 0.30% 0.24% SPF
Comment 5.57% 7.55%  12.49% PF
Tweet 2.30% 2.55% 351% PF
Retweet 11.13% 829%  14.40% SB
Quote 0.05% 0.05% 0.01% SPF
Reply 0.04% 0.03% 0.01% SPF
WSMAPE 54.67%  59.44%  77.05% PF

A. Total Activity Volume Over Time Analysis

The symmetric mean absolute percentage error (SMAPE)
[6] per event is reported in the total activity volume over
time analysis. This analysis measures whether the proposed
framework predicted enough activities daily in the test period
and how similar it is when compared to the ground truth
regardless of CVE IDs. Because the activities on the 3
platforms are not evenly distributed, results are summarized
using a weighted SMAPE (WSMAPE), where the weight is
the percent of activities from the total number of activities
for a particular event. Table II shows the number of events
of each type from June 1, 2018 to April 30, 2019 in the
test data and their percentage of the overall total number of
events in the CVE domain.

In order to compare the proposed simulation framework
to another prediction method, we used a baseline method
which predicted future CVE-ID related activities by shifting
history records to future timesteps. In particular, the ”shifted”
baseline takes observed historical activity for the specified
CVE IDs and shifts it such that the timestamps in the data
correspond to the test period. If there is not enough historical
data available, the same data will be shifted multiple times
until the full period is covered. All the necessary data in
training from July 1, 2017 to May 31, 2018, and related to
the 99 CVE IDs simulated, was shifted to the test period.

Figure 3 shows an example of the predicted total Watch
activity volume over time compared to ground truth and
shifted baseline for the 99 CVE IDs. From the figure, our
proposed framework performed much better in total activity
volume over time prediction than the shifted baseline. The
shifted baseline over predicted almost 5 times more than
our proposed method for the Watch event. However, our
approach does miss some small spikes of activity.

In order to explore the usefulness of cross platform fea-
tures, we also created a single platform simulation method
for comparison purposes. The single platform simulation
method used the exact same model framework to capture
knowledge and patterns from the training data, but unlike our
cross platform framework whose sequence samples include
features and records from all 3 platforms, it has sequence
samples with features from a single platform (e.g. Twitter
or GitHub). For example, a single platform simulation for
Github only used features from the Github platform itself to
predict future Github platform events. Three single platform
simulations were used to simulate CVE-ID related activities
from Github, Reddit, and Twitter respectively. Final simula-
tion output was combined from these 3 individual platform
simulation outputs.

Table IIT shows the WSMAPE results for the 3 platforms’
activities from our 3 proposed simulation methods. Overall,
our proposed cross platform frameowrk (PF) had the lowest
WSMAPE (54.67%) compared to the shifted baseline (SB)
and the single platform framework (SPF) method.

Based on the results, it seems that in order to achieve the
lowest overall WSMAPE considering cross platform features
is the best solution. Cross platform features are particularly
useful (Table III) for activities prediction like Push, Watch,
Pull Request, Commit Comment, Comment, and Tweet.

Especially when compared to the single platform frame-
work proposed, our cross platform framework showed that
cross platform features helped with the overall community
action event volume for Tweet, Comment, Watch, Push
events, and etc.

The results matched our expectation in general. Reddit and
Twitter features helped greatly with predicting Github Forks
and Watches. For Fork, the WSMAPE decreased by 11.68%
when Reddit and Twitter features were used. For Watch, the
decrease was by 5.12%. Note that a Fork is an event in which
a user creates a new repository from an existing one so they
can make their own edits to it without affecting the original.
A Watch is an event in which a user marks a repository
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Fig. 3: Predicted Watch Event Volume Over Time Compared to Ground Truth and Shifted Baseline. The orange line plot
count is our proposed framework results. The blue GT-count line plot is the ground truth. The green baseline line plot is
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so she can be notified of any changes made to it. In other
words, these 2 events are directly related to the popularity of
a repository. It stands to reason that a popular repository will
have more people “watching” it, and more people copying
it, or “forking” it to use it for themselves. The results show
that there are some exogenous Twitter and Reddit events
that inform the neural network of an incoming increase or
decrease in the number of Forks and Watches. This can be
useful information for software developers or companies as it
would help them know if a repository related to their product
is capturing the interest of consumers.

Also, it is very interesting that for some events the single
platform framework (SPF) achieved the lowest error. For
example, the Issues event is a high-frequency event, with
a frequency 27.92% in the test data. However, the results
showed that cross platform features did not help with pre-

diction very much. Only GitHub features appear to be the key
features for predicting the Issues event. Recall that an Issues
Event is any action related to the signalling or rectifying of
a repository issue, such as a coding bug, for instance. From
the results, we speculate that Reddit and Twitter do not help
with predicting Issues because if a developer finds a problem
with code on Github, they will not go to Twitter or Reddit
to tweet or post about it. Instead, they will raise an issue on
Github. Other developers who see the issue on Github will
work within Github to rectify it. They will not discuss it on
other platforms.

B. Individual CVE ID Analysis

Unlike the total activity volume over time analysis which
measured activity volume regardless of CVE IDs, In indi-
vidual CVE ID analysis, we measured our simulations based
on each of the CVE ID, which gave us a comprehensive
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Fig. 5: Multiple Measurements Related to Future Structure of Spread Prediction

evaluation on each group of users’ activity prediction related
to the CVE domain. All the measurements reported in this
section are calculated from the code repository [20].

User group activity prediction for the 99 CVE IDs on
all 3 platforms across the days from June 1, 2018 to April
30, 2019 was simulated and compared with the ground-truth
data. Multiple measurements were calculated and the average
values from the 99 CVE IDs were plotted. Measurement
values distribution for the 99 CVE IDs was also included
in Figures 4 and 5. Similar to the total activity volume
over time analysis, for comparison purposes, we also exam-
ined our framework’s performance on individual CVE IDs
against the shifted baseline method and the single platform
simulation method.

Temporal correlation of audiences measures whether dif-
ferent platforms show similar temporal patterns of audience
growth for a CVE ID. Temporal correlation sharing measures
whether sharing behaviour (e.g. retweets, comments) for IDs
is similar between platforms. In Figure 4, these measure-
ments show our cross platform framework is much better
than the shifted baseline and the single platform framework
to predict temporal patterns of sharing behavior and temporal
patterns of audience growth across the 3 platforms.

Based on the feature setup in our framework design, not
only were the group of user events related to CVE IDs
predicted, but we also implicitly predict the properties of
bursts for CVE IDs, where an increase in activity happens
across platforms. An increase (even relatively small) of activ-
ity across platforms associated with a CVE ID constitutes a

burst here. Measurements related to future structure of spread
prediction that focused on “burst” were reported. Bursts were
detected as described in [11]. A model that can predict the
best hyperparameters of the burst detection algorithm based
on the features of the input time series was learned. Burst
detection code was implemented in the code repository [20]
too.

The measurements shown in Figure 5 demonstrate our
cross platform framework is much better than the shifted
baseline and the single platform framework to predict future
structure of spread focused on a “burst”. Detailed measure-
ment descriptions follow. Average number of users per burst
measures how many users are involved in events for a CVE
ID during each burst of activity on average. Average propor-
tion of top platform per burst measures whether individual
bursts of activity tend to occur on a single platform or are
they distributed among platforms. Average size of each burst
measures how many times the CVE-ID is shared per burst
on average. So, you could think of how many retweets, etc. a
tweet caused. Burstiness measures whether multiple bursts of
renewed activity tend to cluster together in time. The lifetime
of each burst measures how long each burst lasts on average.
New users per burst measures how many new users interact
with a CVE ID during each burst on average. Number of
bursts measures how many renewed bursts of activity there
are over time. Time between bursts measures how much time
elapses between renewed bursts of activity on average.

Due to page limitations, only selected, representative plots
are included.



VII. CONCLUSIONS

How wuser cross platform activity influences future
users/activity when looking at groups of users who focus
on a topic is important to understand in social networks.
This work involved CVE related group activity simulation
on social networking platforms GitHub, Twitter and Reddit.
Due to the challenges for long term simulation using machine
learning, user activity prediction across multiple online plat-
forms is rarely explored. We proposed a novel cross platform
framework to address the challenges.

Our proposed cross platform framework was found to
provide solid simulation performance and be scalable. Re-
sults are reasonably close to ground truth on the simulation
of user activity and bursts in terms of cascades in the
CVE domains. Our framework also provides an approach
to combining multiple user related features together inside
one model which can provide fast long term multiple users
simulation. Importantly, it was also shown that features from
other platforms increase the accuracy of users’ future activity
on a given platform.

We applied our temporal learning models to do up to 1
year simulation with over 50,000 users. We used one Nvidia
GTX 1080ti GPU to train the whole framework and training
took 5 hours. In simulation, we completed the all predic-
tions in 2 hours with that GPU. Our simulator can handle
imbalanced data for predictions. The trained model didn’t
show bias towards a certain platform in the cross platform
prediction. Generally, the performance of our proposed cross
platform prediction framework produced solid results and it
can also predict both the properties of partial cascades for
CVE IDs and the distributions of these properties across CVE
IDs.
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